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Upsides, Downsides, and Middle Ground Approaches



Who am I?

Born in Tillamook Oregon, grew up in Berlin & Singapore.


BS in CS and Liberal Arts at University of Oregon,  
PhD candidate at at Carnegie Mellon University.


I spent much of the start of my PhD studying open source 
communities, and am now thinking about trust and ethics in AI.


I maintain a conceptual-realist painting practice on issues of 
appropriation/inspiration, and surveillance/observation.


I organize against workplace surveillance, and for graduate 
student worker power.


In Fall ’23, I’ll be a post doc at Cornell Tech in NYC, thinking 
about privacy and norms in AI systems. Collaborations welcome! 

2



Today
Releasing AI openly can enable good, but also enable harm. What to do?


1. Deepfakes case study: does a community releasing software with prolific misuse 
feel accountable for this misuse? [Widder+, FAccT’22] 

2. Generalizing this: how does the distributed “AI supply chain” complicate 
accountability? [Widder & Nafus, Big Data & Society] 

3. A summary of upsides and downsides of openness, drawing on [Solaiman ’23] 

4. I advocate for Middle Ground Approaches to openness and for Swiss cheese 
thinking
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Case Study: An Open Source Deepfake Tool
“Free software” has an explicitly political, anti-corporate history [Coleman ’12]  
which “Open source” eschews on “pragmatic, business case grounds”


In Open Source Developers (often volunteers) build software and make it freely available 
without any restrictions on use, nor ability to know when it is used [“non discrimination to persons, or 
field of endeavor”, Open Source Initiative]


Open AI is open source? What openness means has changed


Deepfake videos spoof one person’s face on another person’s body, sometimes for satirical or 
artistic purposes, but 96% of online deepfakes are non-consensual porn of women, 
causing job loss, anxiety, and illness [Ajder ’15, Maddocks ’20]


We interviewed 11 developers of an open source Deepfake creation tool about their sense of 
Agency and Responsibility to address downstream harm
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Freedom 0: For Use By Anyone, For Anything?
Open source licenses enforce strong norms against 
restricting downstream use, which limited participants’ 
feelings of agency to control downstream harmful use


Participants recognize that centralized control would help 
prevent misuse.


This maximizes agency for the software Users, but 
minimizes Developers’ agency to decide what their 
system should be used for


Wider open source norms acts as a frame for 
understanding one’s own ethical responsibility

“I cannot stop people 
[from] using my software 

for stuff which I don’t 
agree with. [Open Source’s] 

positive is also it’s negative”

“Some of these server-based 
[Deepfake] apps [...] actually have 

filters [for] nude pictures. [...] 
That’s a different kind of setup 

because […] of the 
centralized control, [...] 
they could implement 

filters”

5



Setting and Enforcing Counter-Norms
After choosing an open source license, participants felt they 
had few other opportunities for agency


They set norms against harmful uses, in public statements 
where the code is downloaded and in communication channels


They enforce community norms, banning people from 
community forums and chatrooms who admit using it for porn


Intrinsically, some of this was motivated by own personal sense 
of ethics, but extrinsic: also to avoid deplatforming on GitHub 
and Discord platforms -> Platform power 

Power: community leaders over members, and platforms 
over community leaders

“One of the points in our [public 
statement] is that [the project] is 

not for changing faces without 
consent […] Again, we can’t 

force our users to do 
anything”

“So there’s not a lot actively I 
can do. [...] But what I can do is 
discourage it and not [...] offer 

advice, and actively block 
people looking for that 

advice within forums and 
domains that I have 

control over”

6



“Technological Inevitability”
Participants view their role in developing Deepfake software as 
insignificant in the context of of available alternatives


Some viewed other “competitor” Deepfake tools as in a “race”


OpenAI: “competitive landscape”.  
It is not a race to build the new thing.  

Laws against Deepfake Videos, or restrictions on Deepfake tools 
were viewed as resisting their inevitable proliferation


Accepting the Technological Imperative “implies a suspension of 
ethical judgement or social control: individuals and society are 
seen as serving the requirements of a technological system which 
shapes their purposes” [Chandler ’95]

“We knew that that sort of 
thing was going to come about 

whether or not I 
participated in [this project]”

“If you ban something, it just 
goes underground”

“This genie’s out of the bottle.”

“Nothing [can] stop the 
steam engine that is 

progress. And technology, 
it’s only getting better, 

faster”
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“Technological Neutrality”
Participants suggested that neutral tools can be used for 
good or bad, ethics up to the user


Reveals an instrumentalist view: tools are “value-neutral”


“Guns can be tossed around like frisbees”,[Selinger ’12] and 
you might use a frisbee to kill someone if you tried hard 
enough


But affordances built (or not built) make certain uses 
easier or harder, affecting how it is likely to be used

“You can’t really blame the 
project, cause it’s like 

blaming the people that 
make the paint and the 

canvas”

“For people that [want to make 
porn] they’re not very into [...] 
how it works. They just want 

the end result. [...] Right now 
you have to do quite a bit 

of manual stuff and you 
have to set up the whole 

environment”
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The AI supply chain
Releasing AI openly can enable good, but also enable harm. What to do?


1. Deepfakes case study: does a community releasing software with prolific misuse 
feel accountable for this misuse? [Widder+, FAccT’22] 

2. Generalizing this: how does the distributed “AI supply chain” complicate 
accountability? [Widder & Nafus, to appear in Big Data & Society] 

3. A summary of upsides and downsides of openness, drawing on [Solaiman ’23] 

4. I advocate for Middle Ground Approaches to openness and for Swiss cheese 
thinking

9



Generalizing away from the Deepfake case: modules be everywhere!

10 Kate Crawford and Vladan Joler, Anatomy of AI



Modularity is a technical and social practice 
that makes it easier to disavow harm. 
Software Modularity means users of your module need 
only understand modules interface but not internal 
workings, minimizes friction in reuse, ideal of “general 
purpose”


But modularity has ethical implications: allows 
disavowal of concerns outside the module, and division of 
labor


AI developers: Rely on upstream datasets and 
“fundamental” models, but disavow and rarely 
scrutinize their flaws


Release what they build openly, for anyone to use for 
anything downstream, while disavowing these uses

Dataset of Faces

Facial Recognition 
Model

Facial Recognition 
Doorbell

More basic capabilities

More specific uses



Implementation vs Use-Based Harms
Implementation-Based: harm inherent in how the system is built, eg gender biased credit allocation 
algorithms, or self driving cars not recognizing pedestrians in wheelchairs 


Fixed with better datasets, or technofixes to make systems Fair, Accountable, or Transparent


Use-Based: harm inherent in how a system is used: drone strikes in Google’s Project Maven, or Deepfake 
porn


The harm can’t be fully eliminated by implementation fixes, or building the system differently.


Ethical AI narrowly scope to fairness and other implementation harms, because use is cast as an out-of-
scope business decision,[Greene ’19] or as “policing downstream use”. 


This explicit framing can help question whether use-based harms are really “out of scope”


But! Affordances affect Use: Design affects how tools are likely to be used, even if unable to rule out harm 
altogether. But, this control is often disavowed.
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Transparency & Accountability: for Use or Implementation?

For “Implementation harms”, which can be fixed by changing data/ code, 
open source is great: [Grodzinsky ’03]


you can inspect each line of code, each datapoint. This transparency helps 
scrutinize for and mitigate implementation harms


For systems determining major life outcomes (eg, recidivism, access to 
credit), open scrutiny supports fairer system, allows accountability


For Use harms, open source is problematic: 


anyone can use your code without asking, so downstream uses are not 
transparent


nor can you enforce usage restrictions or hold users accountable for harm, 
so no use accountability for harm resulting from these uses
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Participants accept responsibility for their module, but not how it is used.

Technique to 
regularize model 

accuracy

Model “benchmarks”, 
“showcases”, “demos”

VR Training Software 
for Department of 

Defense

“a procedure […] a new way to optimize your machine learning model and depending on 
the data set you use, the application domain you pick can be potentially 

endless”

“nothing that would concern me [except] general ways in which you can 
abuse machine learning.”

“there is a very little interest in the […] the meaning of translation, but 
rather [more interest in] the performance numbers”

“an engineer working [in the] machine translation area, he or she is 
aware of […] the bias”

“It’s a concern to me because there could be flaws in the code, security risks, quality 
risks, and effectively, if anything goes wrong, it looks bad on us.”

“We’re not going to have a random [person] buy our products and begin using it. 
There’s always going to be some level of […] customer qualification”

 “I get to turn a blind eye to certain social aspects, because we have program 
managers that tend to be the buffer [between us and the user]”

More basic capabilities

More specific uses



The AI Supply Chain helps us Locate Accountability.

Responsibly developing tech must be “a boundary-crossing activity, taking 
place through the deliberate creation of situations that allow for the meeting of 
different partial knowledges”


Requires a shift “from a view of design as the creation of discrete 
devices, or even networks of devices, to a view of systems development as 
entry into the networks of working relations”


What holds ethics together is outside of the modularized supply chain:  
personal and company reputation reputation concerns, delivering value to end 
users, seeing them as people.


What if we thought of a chain of modules as something that enables a view 
from somewhere, to see where action can take place? 


The AI Supply Chain view situates even relatively “general purpose” AI 
libraries or frameworks in the context of the downstream harms they 
potentiate or constrain. 

Its messy, but we hold suppliers of physical goods accountable for their supply 
chain, eg upstream: Nike, and downstream: weapons export. 



Upsides and downsides of openness
Releasing AI openly can enable good, but also enable harm. What to do?


1. Deepfakes case study: does a community releasing software with prolific misuse 
feel accountable for this misuse? [Widder+, FAccT’22] 

2. Generalizing this: how does the distributed “AI supply chain” complicate 
accountability? [Widder & Nafus, to appear in Big Data & Society] 

3. A summary of upsides and downsides of openness, drawing on [Solaiman ’23] 

4. I advocate for Middle Ground Approaches to openness and for Swiss cheese 
thinking

16



17



…How its going 
2023

OpenAI’s U-turn on Openness: “we were wrong”
How it started… 
2015
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“We were wrong … I fully expect that in a 
few years it’s going to be completely 
obvious to everyone that open-sourcing AI 
is just not wise.”

“Given both the competitive landscape and the safety implications of large-
scale "models like GPT-4, this report contains no further details about the 
architecture (including model size), hardware, training compute, dataset 
construction, training method, or similar”



 Downsides of AI Openness
 The big one: people can misuse the system in ways that cause harm (eg, 

Deepfake porn! Spam! Fake news!) 
 
 

 If you think enabling AI development can be itself harmful (for example, by 
automating jobs and leading to increased economic inequality), openness may lead 
to AI being developed faster


❌ If you believe “Artificial General Intelligence” is possible and undesirable (I don’t 
think it is possible), openness may mean AGI is developed faster


? For discussion later: what else goes here? 
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 Ethical Upsides of AI Openness
 Openness may “democratize” access to powerful AI, thereby reducing concentration of power


 Caveat: access to data or code doesn’t mean you have the compute to make use of it, or the power or skills to put AI to 
use in the real world


 Openness is important for replicability through the Scientific Method, an important way that we agree about what is true in 
the world. 


 Implication: I don’t think non-open AI should be accepted into scientific literature


 More perspectives perspectives “in the room” to scrutinize the system for harms, enameling wider scrutiny, especially from 
perspectives not highly represented among AI developers


❌ “Competitive landscape”: aversion to sharing your IP openly is not an ethical argument argument in my view, though it may be an 
economic argument / (dis)incentive. I look poorly on “nonprofits” like “Open”AI which make this argument.


❌ Nation state concerns: (ie, “but what about China?”) I don’t see this as a convincing ethical argument, as I think AI nationalism is 
on balance unethical


? For discussion later: what else goes here? 
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Middle ground approaches and Swiss cheese thinking
Releasing AI openly can enable good, but also enable harm. What to do?


1. Deepfakes case study: does a community releasing software with prolific misuse 
feel accountable for this misuse? [Widder+, FAccT’22] 

2. Generalizing this: how does the distributed “AI supply chain” complicate 
accountability? [Widder & Nafus, to appear in Big Data & Society] 

3. A summary of upsides and downsides of openness, drawing on [Solaiman ’23] 

4. I advocate for Middle Ground Approaches to openness and for Swiss cheese 
thinking
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Overview of Middle Ground Approaches to AI Openness

1. Licensing for ethics


2. Norm setting and community governance 

3. Technological restrictions


4. Usage monitoring 

5. Release gating


6. Staged or partial release 

? For discussion later: what else goes here? 
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1. Licensing for ethics
Hugging Face’s Open Responsible AI Licenses (RAIL)


Organization for Ethical Source’s Hippocratic License


Behavioral Use Licensing [Contractor+ 2022]


Objection: Enforcement may be tricky.  
Rebuttal: misuse isn’t just done by individuals, who may ignore 
legal licenses and use it in secret. Companies can misuse 
things too, and they have lawyers who listen to licenses.  
Also: Licenses help set norms, which themselves are powerful!


Objection: Ethical licenses may dissuade adoption, eg how 
some companies won’t use “viral” GPL licenses.  
Rebuttal: Do we want wide adoption, if some of that adoption 
is for unethical uses? 
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2. Norm setting and community governance
No, they aren’t foolproof, but norms are powerful! They set default behavior, scaffold 
agreement what is ok and what isn’t, are a primary way that communities set bounds of 
ethical behavior.


How to set norms:  
Public platform: As researchers at ~fancy~ institutions, we have powerful personal and 
institutional platforms. We can use this to promote certain uses we believe are beneficial, and 
criticize uses we believe are harmful. We ought to use this!


Community governance: Have an acceptable use policy for support forums, etc, and ban 
who use your tech for harm.


Licenses set strong norms! Right now, open source sets norm about disavowing use, but 
they can also be used to set other norms! (see previous slide)
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3. Technological restrictions
Of varying degrees of hardness. 


Soft restrictions prevent casual misuse. Eg: open source 
deepfake software could come with code that detects 
and quits when it detects pornographic use.  
 
A technically skilled user could remove this code, but not 
everyone has technical skill!


Possible hard technological restrictions: cryptographic 
key to use software, blockchain
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Middle Ground Approaches

“For people that [want to make 
porn] they’re not very into [...] 
how it works. They just want 

the end result. [...] Right now 
you have to do quite a bit 

of manual stuff and you 
have to set up the whole 

environment”



4. Usage monitoring
May work better on SaaS


For code, some have 
suggested blockchain/ DRM/ 
cryptographic approaches. 
Unsure about this. 


Also may have ethical 
downsides, depends on 
trusting the monitor!
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5. Release gating
Only releasing to certain people, eg, 
members of the scientific community, 
those who you trust.


Allows you to set and enforce norms!
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6. Staged or partial release
Partial: Eg, Weights, but not code. Data, but not models. 


Can allow some scrutiny, but prevent some misuse.


Staged: release more parts publicly (eg: API access → data → weights → code) 
over time


Can allow a “see how things go” approach, more caution, care as new tech is 
released into world. 
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From Solaiman '23 




Preventing Misuse is about shades of grey and Swiss cheese thinking!

Silver bullets → shades of grey: Even if 
you can’t stop all misuse, middle ground 
approaches are better than doing nothing. 


Swiss cheese thinking! 

Learning from software security: No 
measure can make a system 100% secure. 
But multiple layers of security can stop some 
hacks, which is better than stopping none. 


Learning from public health: Masks are not 
100% effective against covid, but stop some 
cases, and that is meaningful.
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On balance, I believe: we should default towards 
openness in AI production, but NOT let us think 
this allows us to disavow misuse.


We must adopt middle ground approaches to 
openness, and further develop new ones. This is a 
hard problem, taking time and effort to get right.

👍 Upsides of openness 
• May reduce concentration of power


Caveat: compute, power and skills needed to 
make this meaningful


• Replicability, Scientific Method

-> non-open AI papers should not be accepted 
as science


• Wider scrutiny by more (perhaps disenfranchised) 
perspectives, since AI can affect one’s life chances

🅧 “Competitive landscape”

🅧 nation-state concerns


👎 Downsides of openness 
• The big one: misuse!

• Some think AI development can be itself harmful  
🅧 If you believe AGI is possible and harmful, openness 
may mean AGI is developed faster


Middle ground approaches: 
• Licensing for ethics

• Norm setting

• Technological restrictions

• Usage monitoring

• Release gating

• Staged or partial release

Underlying papers:  
davidwidder.me/deepfakes.pdf

davidwidder.me/supply-chain.pdf


I’d love to connect! 
dwidder@cmu.edu • @davidthewid • 
@davidthewid@hci.social • www.davidwidder.me


🔜 Cornell Tech in NYC: norms and privacy in AI.


Feedback and critique please!

http://davidwidder.me/deepfakes.pdf
http://davidwidder.me/supply-chain.pdf
mailto:dwidder@cmu.edu
mailto:davidthewid@hci.social
http://www.davidwidder.me

