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Born in Tillamook Oregon, grew up in Berlin & Singapore.

3S In CS and Liberal Arts at University of Oregon,
PhD candidate at at Carnegie Mellon University.

| spent much of the start of my PhD studying open source
communities, and am now thinking about trust and ethics in Al.

| maintain a conceptual-realist painting practice on issues of
appropriation/inspiration, and surveillance/observation.

| organize against workplace surveillance, and for graduate
student worker power.

In Fall '23, I'll be a post doc at Cornell Tech in NYC, thinking
about privacy and norms in Al systems. Collaborations welcome!




Today

Releasing Al openly can enable good, but also enable harm. What to do”

1. Deepfakes case study: does a community releasing software with prolific misuse
feel accountable for this misuse”

2. Generalizing this: how does the distributed “Al supply chain” complicate
accountabllity?

3. A summary of upsides and downsides of openness, drawing on

4. | advocate for Middle Ground Approaches to openness and for Swiss cheese
thinking



Case Study: An Open Source Deepfake Tool

“Free software”
which “Open so

In Open Source

nas an explicitly political, anti-corporate history

urce” eschews on “pragmatic, business case grounds”

Developers (often volunteers) build software and make it freely available

without any restrictions on use, nor ability to know when i1t is used

Open Al is open source? What openness means has changed

Deepfake videos spoof one person’s face on another person’s body, sometimes for satirical or

artistic purposes, but 96% of online deepfakes are non-consensual porn of women,
causing job loss, anxiety, and illness

We interviewed 11 developers of an open source Deepfake creation tool about their sense of
Agency and Responsibility to address downstream harm



Freedom O: For Use By Anyone, For Anything?

Open source licenses enforce strong norms against
restricting downstream use, which limited participants’
feelings of agency to control downstream harmful use

Participants recognize that centralized control would help
prevent misuse.

This maximizes agency for the software Users, but
Mminimizes Developers’ agency to decide what their
system should be used for

Wider open source norms acts as a frame for
understanding one’s own ethical responsibility

“1 cannot stop people
[from] using my software
for stuff which | don’t

agree with. [Open Source’s]
positive is also it’s negative”

“Some of these server-based
[Deepfake] apps [...] actually have
filters [for] nude pictures. [...]
That’s a different kind of setup

because [...] of the
centralized control, [...]
they could implement
filters”



After choosing an open source license, participants felt they
had few other opportunities for agency

They set norms against harmful uses, in public statements
where the code Is downloaded and in communication channels

They enforce community nhorms, banning people from
community forums and chatrooms who admit using It for porn

Intrinsically, some of this was motivated by own personal sense
of ethics, but extrinsic: also to avoid deplatforming on GitHub
and Discord platforms -> Platform power

Power: community leaders over members, and platforms
over community leaders

Setting and Enforcing Counter-Norms

“One of the points in our [public
statement] is that [the project] is
not for changing faces without

consent [...] Again, we can’t
force our users to do
anything”

“So there’s not a lot actively |
can do.[...] But what | can do is
discourage it and not [...] offer

advice, and actively block
people looking for that
advice within forums and
domains that | have
control over”



“Technological Inevitability”

Participants view their role in developing Deepfake software as
insignificant in the context of of available alternatives

Some viewed other “competitor” Deepfake tools as in a “race”

OpenAl: “competitive landscape”.
It is not a race to build the new thing.

Laws against Deeptake Videos, or restrictions on Deepfake tools
were viewed as resisting their inevitable proliferation

Accepting the Technological Imperative “implies a suspension of
ethical judgement or social control: individuals and society are

seen as serving the requirements of a technological system which
shapes their purposes”

“We knew that that sort of
thing was going to come about
whether or not |

participated in [this project]”

“If you ban something, it just
goes underground”

“This genie’s out of the bottle.”

“Nothing [can] stop the
steam engine that is
progress. And technology,
it’s only getting better,
faster”



“Technological Neutrality”

Participants suggested that neutral tools can be used for
good or bad, ethics up to the user

Reveals an instrumentalist view: tools are “value-neutral”

“Guns can be tossed around like frisbees”, and
you might use a frisbee to kill someone if you tried hard
enougnh

But affordances built (or not built) make certain uses
easier or harder, affecting how it is likely to be used

“You can’t really blame the
project, cause it’s like
blaming the people that
make the paint and the
canvas’

“For people that [want to make
porn] they’re not very into [...]
how it works. They just want
the end result. [...] Right now
you have to do quite a bit
of manual stuff and you
have to set up the whole
environment”



The Al supply chain

Releasing Al openly can enable good, but also enable harm. What to do”

1. Deepfakes case study: does a community releasing software with prolific misuse
feel accountable for this misuse” |Widder+, FAccT 22]

2. Generalizing this: how does the distributed “Al supply chain” complicate
accountability? [Widder & Nafus, to appear in Big Data & Society]

3. A summary of upsides and downsides of openness, drawing on [Solaiman '23]

4. | advocate for Middle Ground Approaches to openness and for Swiss cheese
thinking
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Modularity i1s a technical and social practice
that makes it easier to disavow harm.

Software Modularity means users of your module need
only understand modules interface but not internal
workings, minimizes friction in reuse, ideal of “general
purpose”

But modularity has ethical implications: allows
disavowal of concerns outside the module, and division of
lalbor

Al developers: Rely on upstream datasets and
“‘fundamental” models, but disavow and rarely
scrutinize their flaws

Release what they build openly, for anyone to use for
anything downstream, while disavowing these uses

More basic capabilities

Dataset of Faces

v

Facial Recognition
Model

v

Facial Recognition
Doorbell

More specific uses



Implementation vs Use-Based Harms

Implementation-Based: harm inherent in how the system is built, eg gender biased credit allocation
algorithms, or self driving cars not recognizing pedestrians in wheelchairs

Fixed with better datasets, or technofixes to make systems Fair, Accountable, or Transparent

Use-Based: harm inherent in how a system is used: drone strikes in Google’s Project Maven, or Deepfake
porn

The harm can’t be fully eliminated by implementation fixes, or building the system differently.

—thical Al narrowly scope to fairness and other implementation harms, because use Is cast as an out-of-
SCOope business decision, or as “policing downstream use”.

This explicit framing can help question whether use-based harms are really “out of scope”

But! Affordances affect Use: Design affects how tools are likely to be used, even if unable to rule out harm
altogether. But, this control is often disavowed.
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Transparency & Accountability: for Use or Implementation?

-or “Implementation harms”, which can be fixed by changing data/ code,

open source Is great:

you can inspect each line of code, each datapoint. This transparency helps

scrutinize for and mitigate implementation harms

For systems determining major life outcomes (eg, recidivism, access to
credit), open scrutiny supports fairer system, allows accountability

For Use harms, open source Is problematic:

13

anyone can use your code without asking, so downstream uses are Not
transparent
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nor can you enforce usage restrictions or hold users accountable for harm, ,/ l

SO NO use accountabillity for harm resulting from these uses
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Participants accept responsibility for their module, but not how it is used.

More basic capabilities “a procedure [...] a new way to optimize your machine learning model and depending on
the data set you use, the application domain you pick can be potentially
endless”

Technique to

regularlze model “nothing that would concern me [except] general ways in which you can

aCcuracy abuse machine learning’”

“there is a very little interest in the [...] the meaning of translation, but
rather [more interest in] the performance nhumbers”

v

Model “benchmarks’,

“ShOWCB.SES”, “demos’”’ “an engineer working [in the] machine translation area, he or she is

aware of [...] the bias”

V “It’'s a concern to me because there could be flaws in the code, security risks, quality
. risks, and effectively, if anything goes wrong, it looks bad on us.”
VR Training Software ’ eE &
for Department of “We're not going to have a random [person] buy our products and begin using it.
Defense There’s always going to be some level of [...] customer qualification”

“l1 get to turn a blind eye to certain social aspects, because we have program

L managers that tend to be the buffer [between us and the user]”
More specific uses



The Al Supply Chain helps us Locate Accountability.

Responsibly developing tech must be “a boundary-crossing activity, taking
place through the deliberate creation of situations that allow for the meeting of
different partial knowledges”

Requires a shift “from a view of design as the creation of discrete
devices, or even networks of devices, to a view of systems development as
entry into the networks of working relations”

What holds ethics together is outside of the modularized supply chain:
personal and company reputation reputation concerns, delivering value to end
users, seeing them as people.

What if we thought of a chain of modules as something that enables a view
from somewhere, to see where action can take place”?

The Al Supply Chain view situates even relatively “general purpose” Al
libraries or frameworks in the context of the downstream harms they
potentiate or constrain.

lts messy, but we hold suppliers of physical goods accountable for their supply

chain, eg upstream: Nike, and downstream: weapons export.

Suchrie: Locatal acommikilities in techaology prodoction

Located accountabilities in
technology production

Lucy Suchman
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Upsides and downsides of openness

Releasing Al openly can enable good, but also enable harm. What to do”

1. Deepfakes case study: does a community releasing software with prolific misuse
feel accountable for this misuse” |Widder+, FAccT 22]

2. Generalizing this: how does the distributed “Al supply chain” complicate
accountability? [Widder & Nafus, to appear in Big Data & Society]

. A summary of upsides and downsides of openness, drawing on [Solaiman '23]

4. | advocate for Middle Ground Approaches to openness and for Swiss cheese
thinking
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The Gradient of Generative AI Release:
Methods and Considerations

Irene Solaiman
Hugging Face
irene@huggingface.co

Abstract

As increasingly powerful generative Al systems are developed, the release method
grcatly varics. We proposc a framework to asscss six Ievels of access to generative

Al systems: fully closed; gradual or staged access; hosted access; cloud-based
or API access; downloadable access; and fully open. Each level, from fully
closed to fully open, can be viewed as an option along a gradient. We outline key
considerations across this gradient: release methods come with tradeoffs, especially
around the tension between concentrating power and mitigating risks. Diverse and
multidisciplinary perspectives are needed to examine and mitigate risk in generative
Al systems from conception to deployment. We show trends 1in generative system
release over time, noting closedness among large companies for powerful systems
and openness among organizations founded on principles of openness. We also
enumerate safety controls and guardrails for generative systems and necessary
investments to improve future releases.




OpenAl’s U-turn on Openness: “we were wrong”

How It started... ...How Its goin
Hou — I 053

The"/e'ge ; Tech / Reviews [ Sdence !/ Frtertairment !/ Maors + ‘

@OpenAI y e I e e ) _ |
Because of Al’s surprising history, it’s hard to predict when human-level Al We were. Wror!g " l fUHy expeCt that ina
might come within reach. When it does, it’ll be important to have a leading feW years |'|:,S gO|ﬂg 1O be COmp‘ete‘y t

research institution which can prioritize a good outcome for all over its ‘ -

own self-interest. obvious to everyone that open-sourcing Al

))

world over safety.

is just not wise.” >’

We're hoping to grow OpenAl into such an institution. As a non-profit, our
cHnlERcelbuild value for everyone rather than shareholders. Researchers will

be strongly encouraged to publish their work, whether as papers, blog posts,
oJ@eelels, and our patents (if any) will be shared with the world. We'll freely
collaborate with others across many institutions and expect to work with
companies to research and deploy new technologies.

2 Scope and Limitations of this Technical Report

This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4 is a

Trancfarmer-ctule madel [2Q] nre_trained tn nredirt the nevt taken in a daciiment ncino hath nnhliclv

“Given both the competitive landscape and the safety implications of large-
scale "models like GPT-4, this report contains no further details about the
architecture (including model size), hardware, training compute, dataset ~

COIlStI'llCtiOIl, tfaiﬂing meyhod, Or Simﬂar”technologies, and shared some initial steps and
18 iidea_sr in this area in the system card accpmpanying this release.z We plan to make further technical



Downsides of Al Openness

The big one: people can misuse the system in ways that cause harm (eg,
Deepfake porn! Spam! Fake news!)

f you think enabling Al development can be itself harmful (for example, by
automating jolbs and leading to increased economic inequality), openness may lead

to Al being developed faster

X If you believe “Artificial General Intelligence” is possible and undesirable (I don’t
think It is possible), openness may mean AGI is developed faster

For discussion later: what else goes here?
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Ethical Upsides of Al Openness

Openness may “democratize” access to powerful Al, thereby reducing concentration of power

Caveat: access to data or code doesn’t mean you have the compute to make use of it, or the power or skills to put Al to
use in the real world

Openness is important for replicability through the Scientific Method, an important way that we agree about what is true in
the world.

Implication: | don’t think non-open Al should be accepted into scientific literature

More perspectives perspectives “in the room” to scrutinize the system for harms, enameling wider scrutiny, especially from
perspectives not highly represented among Al developers

X “Competitive landscape”: aversion to sharing your IP openly is not an ethical argument argument in my view, though it may be an
economic argument / (dis)incentive. | look poorly on “nonprofits” like “Open”Al which make this argument.

X Nation state concerns: (ie, “but what about China?”) | don’t see this as a convincing ethical argument, as | think Al nationalism is
on balance unethical

For discussion later: what else goes here”
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Middle ground approaches and Swiss cheese thinking

21

Releasing Al openly can enable good, but also enable harm. What to do”

1. Deepfakes case study: does a community releasing software with prolific misuse
feel accountable for this misuse” |Widder+, FAccT 22]

2. Generalizing this: how does the distributed “Al supply chain” complicate
accountability? [Widder & Nafus, to appear in Big Data & Society]

3. A summary of upsides and downsides of openness, drawing on [Solaiman '23]

4. | advocate for Middle Ground Approaches to openness and for Swiss cheese
thinking



Overview of Middle Ground Approaches to Al Openness

1. Licensing for ethics

2. Norm setting and community governance

3. lechnological restrictions

4. Usage monitoring

5. Release gating

0. Staged or partial release

For discussion later: what else goes here?
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Middle Ground Approaches

1. Licensing for ethics

Hugging Face’s Open Responsible Al Licenses (RAIL)

Organization for Ethical Source’s Hippocratic License

Behavioral Use Licensing

Objection: Enforcement may be tricky.

Rebuttal: misuse isn't just done by individuals, who may ignore
legal licenses and use it in secret. Companies can misuse
things too, and they have lawyers who listen to licenses.

Also: Licenses help set norms, which themselves are powerful!

Objection: Ethical licenses may dissuade adoption, eg how
some companies won’t use “viral” GPL licenses.

Rebuttal: Do we want wide adoption, if some of that adoption
IS for unethical uses”?
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OpenRAIL: Towards open and responsible
Al licensing frameworks

Published August 31, 2022

Update on GitHub

Open & Responsible Al licenses ("(

CarlosMF
Carlos Munoz Ferrandis

G5

open access, use and distribution

use of the latter. OpenRAIL license Ethical Source: Open

Source, Evolved

Behavioral Use Licensing for Responsible Al
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Unitec States of America
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IBEM Research Al

Ind:a United States of America
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Middle Ground Approaches

2. Norm setting and community governance

No, they aren’t foolproof, but norms are powerful! They set default behavior, scaffold
agreement what is ok and what isn't, are a primary way that communities set bounds of

ethical behavior.

OW 1O Set Norms:
Public platform: As researchers at ~fancy~ institutions, we have powerful personal and
institutional platforms. We can use this to promote certain uses we believe are beneficial, and

criticize uses we believe are harmful. We ought to use this!

Community governance: Have an acceptable use policy for support forums, etc, and ban
who use your tech for harm.

Licenses set strong norms! Right now, open source sets norm about disavowing use, but
they can also be used to set other norms! (see previous slide)
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Middle Ground Approaches

3. Technological restrictions

Of varying degrees of hardness.

Soft restrictions prevent casual misuse. EQ: open source
deeptfake software could come with code that detects
and quits when it detects pornographic use.

A technically skilled user could remove this code, but not
everyone has technical skill

Possible hard technological restrictions: cryptographic
key to use software, blockchain

25

“For people that [want to make
porn] they're not very into [...]
how it works. They just want
the end result. [...] Right now
you have to do quite a bit
of manual stuff and you
have to set up the whole
environment”



Middle Ground Approaches

4. Usage monitoring

Behavioral Use Licensing for Responsible Al

Danish Contractor’ Daniel McDuff’ Julia Katherine Haines
IBM Research Al Microsoft Research RAIL
India United States of America United States of America
I\/l a W O r k b e.t.t e r O n S a a S danish.contractor@ibm.com damcduff@microsoft.com juliahaines@me.com
y Jenny Lee Christopher Hines® Brent Hecht'
RAIL K&L Gates LLP Northwestern University
United States of America United States of America United States of America
jnlee@post.harvard.edu christopher.hines@klgates.com bhecht@northwestern.edu
For code, some have Nicholas Vincent Hanlin L
Northwestern University Northwestern University
United States of America United States of America

suggested blockchain/ DRM/
cryptographic approaches.
Unsure about this.

Also may have ethical
downsides, depends on
trusting the monitor!
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Monitoring Al Services for Misuse

Seyyed Ahmad Javadi, Chris Norval, Richard Cloete, Jatinder Singh
Compliant & Accountable Systems Group, Dept. of Computer Science & Technology

University of Cambridge, UK
firstname(s).lastname@cst.cam.ac.uk

ABSTRACT

Given the surge in interest in Al, we now see the emergence of
Artificial Intelligence as a Service (AlaaS). AlaaS entails service
providers offering remote access to ML models and capabilities at
‘arms-length’, through networked APIs. Such services will grow in
popularity, as they enable access to state-of-the-art ML capabilities,
‘on demand’, ‘out of the box’, at low cost and without requiring
training data or ML expertise.

However, there is much public concern regarding Al AlaaS raises
particular considerations, given there is much potential for such
services to be used to underpin and drive problematic, inappropriate,
undesirable, controversial, or possibly even illegal applications.

A key way forward is through service providers monitoring
their Al services to identify potential situations of problematic use.
Towards this, we elaborate the potential for ‘misuse indicators’ as a
mechanism for uncovering patterns of usage behaviour warranting
consideration or further investigation. We introduce a taxonomy
for describing these indicators and their contextual considerations,
and use exemplars to demonstrate the feasibility analysing AlaaS

neaoge tn hichlicht citnatinne af nnccihle rancern We alen conlk tn

1 INTRODUCTION

There is a surge of interest in machine learning (ML), which is
envisaged to transform a wide range of industries. ML, however,
poses practical challenges, given that undertaking ML generally re-
quires access to expertise, compute resources, and often significant
amounts of data [36].

As such, we see the emergence of what is termed ‘Al as a Service’
(AlaaS). Offered by a range of organisations, most predominately
the major cloud service providers, it attempts to meet the growing
demands by providing ML capabilities ‘out of the box’ - such that
customers (service users) can easily integrate ML functionality into
their applications without having to undertake ML themselves. That
is, AlaaS entails the on-demand provision of ML models and related
services, whereby customers can send data (as inputs) through net-
work APIs, receiving back the results of ML processes (predictions,
classifications, decisions, etc). AlaaS offerings are often generic
(some are customisable), and include services like text to speech,
object detection, face recognition, text translation, etc.

At the same time, technology and its operators are increasingly

the enhiect af nuhlic ecermtiny A eoriee nf nranhlematiec and cantraver-

145/

and
ods
5 to
rers

ing

fop-
ierh



Middle Ground Approaches

5. Release gating

Only releasing to certain people, eq,
members of the scientific community,
those who you trust.

Allows you to set and enforce norms!
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\ i’; MMitchell
@mmitchell_ai

| am SO EXCITED about a FEW different ethics-relevant things on
@huggingface.

BIG THING AS OF *TODAY*: GATING of datasets/models with *manual
approval* infrastructure, now supported. & This is HUGE for DATA
GOVERNANCE in Open ML communities

pOo® ([ v (< ) z huggingfzce.co H 4+ £

Gated models~

Join the Hugging Face community

Sign Up to get started P J

Gated models



Middle Ground Approaches

6. Staged or partial release

Partial: £Eg, Weights, but not code. Data, but not models.
Can allow some scrutiny, but prevent some misuse.

Staged: release more parts publicly (eg: APl access — data = weights — code)
over time

Can allow a “see how things go” approach, more caution, care as new tech is
released into world.

28



Considerations

Level of

Access

System
(Developer)

29

internal research only community research
high risk control low risk control
low auditability high auditability
limited perspectives broader perspectives
............................................ gated to pub“c O T OO
DSEd gradual/staged release hosted access cloud-based/API access downloadable fully open
PaLM (Google) GPT-2 (OpenAl) DALLE-2 (OpenAl) GPT-3 (OpenAl) OPT (Meta) BLOOM (BigScience)
Gopher (DeepMind)  Stable Diffusion (Stability Al) Midjourney (Midjourney) Craiyon (craiyon) GPT-J (EleutherAl)
Imagen (Google)
Make-A-Video (Meta)

From Solaiman '23



Preventing Misuse is about shades of grey and Swiss cheese thinking!

Stiver-bullets — shades of grey: Even if
you can't stop all misuse, middle ground |

: : Multiple Layers Improve Success
approaCheS are better than dOIﬂg nOthlng, The Swiss Cheaese Respiratory Pandemic Dafense recognizes that no single intervention

Is perfect at preventing the spread of the coronavirus. Each intervention (layar) has holes.

Personal responsibilities Shared resgonsibilities
| || || '
Swiss cheese th|nk|ng_ STV NP
stay home if sick cough atiquette limt yourtime air filiration and isalaticn

Learning from software security: NO »
measure can make a system 100% secure. é}

e
. |

sl &4 & 6
¢ )4 © -
But multiple layers of security can stop some %/”ﬁ
' " ' ./r ._// /
haCkS, WhICh IS better than Stopplﬂg none. Avo dt tx Fest and scnsitive Govemment messaging  Vaccines

Learnlng frOm publlc health MaSkS are nO_t Source: Adapted from lan M. Mackay (virologydownunder.com) anc Jarmes T. Rzason. llustration by Rose Wong
100% effective agamst covid, but stop some
cases, and that is meaningful.
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On balance, | believe: we s
openness In Al productior

Nou

bu

d default towards
t NOT let us think

this allows us to disavow misuse.

We must adopt middle ground approaches to
openness, and further develop

hard problem, taking time a

Underlying papers:

davidwidder.me/deeptakes.pdf

davidwidder.me/supply-chain.pdf

I’d love to connect!

new ones. This Is a

nd effort to get right.

dwidder@cmu.edu ® @davidthewid e
@davidthewid@hci.social ® www.davidwidder.me

= Cornell Tech in NYC: norms and privacy in Al.

Feedback and critique please!

‘= Upsides of openness

¢ May reduce concentration of power
Caveat: compute, power and skills needed to
make this meaningful

e Replicability, Scientific Method
-> non-open Al papers should not be acceptea
as science

® Wider scrutiny by more (perhaps disenfranchised)

perspectives, since Al can affect one’s life chances

&3 “Competitive landscape”
&3 nation-state concerns

- Downsides of openness

® [he big one: misuse!
e Some think Al development can be itself harmful

& If you believe AGI is possible and harmful, openness
may mean AGI is developed faster

Middle ground approaches:
® | icensing for ethics

e Norm setting

® [echnological restrictions

® Usage monitoring

® Release gating

e Staged or partial release


http://davidwidder.me/deepfakes.pdf
http://davidwidder.me/supply-chain.pdf
mailto:dwidder@cmu.edu
mailto:davidthewid@hci.social
http://www.davidwidder.me

